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1|Introduction    

Heart disease remains a leading cause of death worldwide, with its incidence rising each year [1]. Early 

detection is vital for enhancing healthcare outcomes, making predictive analytics pivotal for timely disease 

prevention, effective treatment, and significant cost reduction [2], [3], [4]. Machine Learning (ML), a branch 
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Abstract 

Cardiovascular diseases cause millions of deaths each year, with cases continuing to rise, making early prediction 

increasingly important. Although data science and Artificial Intelligence (AI) have been utilized to address this issue, 

further studies that enhance predictability and generalization are crucial, as they significantly reduce mortality rates 

and healthcare costs. This study employs Exploratory Data Analysis (EDA), a variety of conventional Machine 

Learning (ML) algorithms, and an Artificial Neural Network (ANN) to predict heart disease accurately and fill 

research gaps. A dataset from Kaggle, containing 1025 training samples and 303 test samples, with 14 attributes, 

including 13 predictive variables and a binary target indicating heart disease presence, was used. Normalization, 

feature importance analysis, K-fold cross-validation, and grid search were meticulously applied to improve model 

performance, generalization, and robustness. These methodologies led to impressive results, with most models 

achieving 100% accuracy, precision, recall, and F1-score on the test data, without signs of overfitting, data leakage, 

or bias. Principal Component Analysis (PCA) was also conducted to evaluate the richness of the features and their 

potential for dimension reduction. Lastly, in-depth discussions were made to clarify the study’s outcomes, compare 

results with the most related studies, and comprehensively examine real-world applicability. 
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  of Artificial Intelligence (AI), is revolutionizing medical diagnostics by offering robust, accurate predictions 

that considerably guide clinical decisions. ML models can leverage historical health data to solve complex 

classification problems, such as predicting heart disease, and uncover complex correlations and hidden 

patterns often overlooked by human analysts and traditional statistical methods [5]. Apart from the high 

performance, ML algorithms also enable machines to extract features, learn from data, and therefore, analyze 

and predict outcomes automatically, leading to automation, increased productivity, and reduced time for real-

world scenarios [6], [7], [8]. 

Deep Learning (DL), a subset of ML, involves neural networks with multiple layers and deep structures, 

making it particularly effective for large datasets and complex problems where traditional ML algorithms may 

reach performance limits [9]-[11]. The performance of DL models generally tends to increase with a 

substantial amount of data and deeper structures [11], [12]. Notably, both ML and DL approaches can be 

employed for prediction depending on the application. However, models that demonstrate superior 

performance, generalization, and robustness on test data, representing unseen scenarios, should be prioritized 

for real-world applicability [12], [13]. 

To identify the scientific gap, a series of recent studies were reviewed [2], [9], [14]-[18]. While leveraging both 

conventional ML and state-of-the-art DL models is a common practice for predicting heart disease, which is 

widely discussed in the literature, the primary challenge remains in achieving highly accurate and robust 

predictions while leveraging different metrics. Prediction of heart disease is the gap that this paper aims to 

fill. 

Given the proven effectiveness of both conventional ML and state-of-the-art DL models in various sectors 

[4], [8], [11], [19], particularly healthcare [2], [15], [16], this study aims to leverage data comprehension, 

Exploratory Data Analysis (EDA), diverse conventional ML algorithms, and an Artificial Neural Network 

(ANN) for accurate and robust prediction of heart disease. To be more precise, the main contributions of 

this study are as follows: 

I. Utilizing a heart disease dataset from Kaggle, comprising 1025 training instances and 303 test instances, with 

13 predictive features and one binary target indicating heart disease. 

II. Performing a comprehensive analysis of the most highly correlated features linked to the disease, and also 

examining their distribution and visualizing them through a correlation matrix. 

III. Leveraging a variety of conventional ML models and an ANN for the best possible prediction, also boosting 

their performance and generalization through normalization, grid searching, and k-fold cross-validation, in 

turn, surpassing numerous previous studies. 

IV. Comparing the performance, potential strengths, and weaknesses of the employed methods, based on various 

metrics such as accuracy, precision, recall, and F1 score, while reporting the utilized hyperparameters. 

V. Applying Principal Component Analysis (PCA) to evaluate the richness of the dataset's features and 

effectively summarizing them in fewer dimensions while computing information loss. 

VI. An accurate and thorough discussion regarding the utilized criteria, employed models, study outcomes, and 

how they positively contribute to the health sector. 

2|Methodology 

2.1|Data Comprehension and Exploratory Data Analysis  

To achieve accurate and comprehensive results, it is essential to have a thorough understanding of the dataset 

being analyzed [8], [20]. This section examines the dataset, focusing on its features, distributions, and variable 

correlations. The insights gained will enhance model implementation, clarify the relationship between 

predictive variables and heart disease, and improve the interpretation of PCA results. The dataset includes 

1,025 training samples and 303 test samples, which were intentionally separated to avoid data leakage and bias 
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  [17]. Notably, no missing value was identified. Since understanding each feature is critical for contextualizing 

the research, Table 1 provides definitions and types of each variable. 

For improved comprehension, Fig. 1 displays the correlation matrix as a heatmap, illustrating the relationships 

between every pair of variables. This analysis is crucial, as frequently high correlations among predictive 

variables can indicate dependency and information redundancy, potentially introducing noise and 

exacerbating the curse of dimensionality. Additionally, if the correlation of any predictive variable with the 

target is either extremely low or high, these features may pose a challenge since variables with minimal impact 

or excessive correlation can act as noise or merely replicate the target, leading to unnecessary dimensionality 

and compromising the model's robustness and performance [21], [22]. Fortunately, the analysis did not reveal 

significant concerns, allowing for the inclusion of all features in the modeling process. 

According to Fig. 1, Chest Pain type (CP) and maximum heart rate achieved by patients (Thalach) exhibit the 

strongest positive correlations, indicating that as these parameters increase, so does the risk of heart disease. 

Conversely, exercise-induced angina (Exang) and ST depression induced by exercise (Oldpeak) revealed the 

most converse correlations, reflecting an inverse relationship with the target. In this context, Fig. 2 provides 

a more detailed visualization of these, confirming that the four aforementioned attributes are noticeably 

different between those who do and those who do not suffer from heart diseases, resulting in some precious 

insights. For instance, although in the healthcare sector, where the stakes are high, analyzing each feature is 

paramount, these insights can offer valid intuitions about influential attributes [14], [23], assisting decision-

makers when time or resources are limited.  

Notably, all figures in Section 2, related to EDA, are based on the complete dataset, showing the distribution 

of train and test data combined. In other words, although the data were initially separated into training and 

testing sets, they were integrated for exploratory analysis. Afterward, the data were re-separated into their 

original formats to ensure that model creation, training, and implementation were conducted with distinct 

datasets, preventing data leakage and bias, thereby enhancing the validity and generalizability of our findings 

[12]. 

Table 1. Definition and status of the features in the dataset. 

 

 

 

 

 

 

 

 

 

 

 

2.2|Implementation of Techniques and Model Building 

After re-separating train and test to minimize bias, both datasets were normalized using the mean and standard 

deviation from only the training data, crucial for enhanced performance of some ML algorithms like K-

Nearest Neighbors (KNN) and Logistic Regression, also ensuring that models remain unaware of test data 

distribution, enhancing robustness and validity [20]. Various conventional ML algorithms and an ANN were 

Attribute Description Variable Type 

Age Represents the age of an individual Continuous 

Sex Indicates the gender of an individual Categorical 

CP Categorize the type of CP experienced Categorical 

Trestbps Measures the resting blood pressure Continuous 

Chol Indicates the serum cholesterol level Continuous 

FBS Shows whether fasting blood sugar is above 120 or not Categorical 

Restecg Displays the results of the resting electrocardiogram Categorical 

Thalach Records the maximum heart rate achieved by patients Continuous 

Exang Whether the patient experienced angina (CP) during exercise Categorical 

Oldpeak Measures ST depression induced by exercise relative to rest. Continuous 

Slope Describes the slope of the peak exercise ST segment. Categorical 

Ca Counts the number of major vessels colored by fluoroscopy Categorical 

Thal Refers to thalassemia, a blood disorder Categorical 

Target Whether one has heart disease or not Categorical 
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  then implemented. Model performance and generalization were fine-tuned through grid searching and 5-fold 

cross-validation, ensuring optimized model configurations and robust outcomes. 

2.3|Principal Component Analysis 

PCA, an unsupervised learning technique, was performed to demonstrate how effectively the data 

dimensions can be reduced while retaining significant information. We progressively reduced the 13 predictive 

variables to 12, 11, 10, and so forth, down to 2 features while calculating the information loss at each step. 

This analysis will illustrate the extent to which the data can be compressed into lower dimensions while being 

informative. This analysis primarily provides insights into the importance of dimensionality reduction, 

especially in high-dimensional data scenarios. 

Fig. 1. Correlation matrix with a heatmap. 

 

3|Results and Analysis 

3.1|Model Implementation for Accurate Classification 

After applying and optimizing models, they were evaluated on the test unseen dataset using four metrics: 

Accuracy, precision, recall, and F1 score. The parameters yielding the reported performances, along with their 

results, are summarized in Table 2 Most models demonstrated nearly 100% accuracy, highlighting the 

effectiveness of the employed models on the current dataset. 

Table 2. Applied Models, Parameters Used, and Performance on The Test Data. 

 

ML Model Employed Hyper-Parameters Accuracy Precision Recall F1 Score 

Decision Tree (DT) 
classifier 

max_depth:9 ; min_sample_leaf:3 ; 
min_sample_split:6 

100% 100% 100% 100% 

Support Vector 
Classifier (SVC) 

C:10; gamma=0.1; kernel:”rbf ” 100% 100% 100% 100% 

KNN Classifier n_neighbor: 4 100% 100% 100% 100% 

Random Forest 
Classifier (RFC) 

max_depth:9 ; min_sample_leaf:3 ; 
min_sample_split:4 ; n_estimators:100 

100% 100% 100% 100% 

AdaBoost Classifier learning_rate:0.999 ; n_estimators:400 99.670% 99.397% 100% 99.697% 

Bagging Classifier max_samples:0.9 ; n_estimators:30 100% 100% 100% 100% 
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  Table 2. Continued. 

 

a.                                                                b. 

  c.                                                                   d. 

Fig. 2. Studying the most highly correlated variables, directly or conversely, on 

the target; a. cp, b. thalach, c. exang, d, oldpeak by target. 

 

3.2|Results of Principal Component Analysis  

PCA inevitably results in some degree of information loss due to the dimension reduction and decreased 

variances. The extent of this loss is influenced by the variance of the features and their correlations. So, Table 

3 demonstrates the information loss when reducing data from 13 dimensions to fewer variables. For example, 

condensing 13 predictive variables into 11 retains approximately 93.84% of the information, but reducing it 

further results in 90% conserved information. Since effectively summarizing data dimensions is paramount 

in the health sector, given the high stakes involved, this analysis is immensely beneficial. 

Table 3. The amount of information loss using principal component analysis. 

 

 

 

ML Model Employed Hyper-Parameters Accuracy Precision Recall F1 Score 

XGBoost Classifier learning_rate:0.1 ; max_depth:7 ; 
n_estimators:100 

100% 100% 100% 100% 

Logistic Regression C=0.5 ; penalty:”L1” ; solver:”saga” 86.140% 84.746% 90.909% 87.719% 

ANN (MLP) 5 layers and their neurons: [ 13,13,6,6 
(Hidden layers),1 (Classifier) ] ;activation 
functions: [ReLU*4 , Sigmoid] ; 
optimizer: “Adam” ; loss function: Cross 
Entropy Loss ; learning rate: 0.001; 
L2_regularization: 0.001 ; epoch: 100 ; 
batch_size: 10 

100% 100% 100% 100% 

From 13 Features to X Features Information Loss X=7 26.52 % 

X=12 2.84 % X=6 33.26 % 
X=11 6.16 % X=5 40.74 % 
X=10 10.18 % X=4 48.42 % 
X=9 15.03 % X=3 57.42 % 
X=8 20.61 % X=2 66.66 % 
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4|Discussion 

4.1|Studying Criteria and Misclassifications 

In this study, we evaluated model performance using accuracy, precision, recall, and F1 score for two main 

reasons. First, while accuracy is commonly used, it can be misleading with imbalanced datasets. However, our 

dataset was relatively balanced in terms of target, reducing this concern. Secondly, accuracy alone does not 

reveal misclassification types or locations. To address this, we included precision, recall, and F1 score. The 

recall is crucial as it is sensitive to false negatives, where diseased individuals are misclassified as healthy, 

potentially leading to severe consequences like death. Thus, the cost of false negatives is higher than that of 

false positives [24]. Therefore, recall is prioritized over precision in our study. As shown in Table 2, Logistic 

Regression, despite having the lowest overall performance, achieved a better recall compared to other criteria, 

which is good. Additionally, the F1 score is valuable and studied as it balances both types of misclassifications 

by being the harmonic mean of precision and recall. 

4.2|Studying Nuances, Outcomes, and Usability 

The study's outcomes are highly beneficial for the health sector. Studying the correlation matrix, feature 

distribution, and analysis of important features provides valuable insights, making it easier for healthcare 

professionals to make informed suggestions. For instance, Fig. 1 and Fig. 2 indicate that doctors should advise 

patients to visit them if they experience intense CP or a rapidly increasing heartbeat during physical activities. 

In other words, according to the data, they are influential factors to consider. 

Furthermore, analyzing all features in practical applications can often be costly and time-consuming. 

Therefore, focusing on the most important features is crucial, and EDA plays a pivotal role. Therefore, we 

concentrate on high correlations between predictive variables and the target and also among predictive 

variables themselves to evaluate feature dependency and avoid the curse of dimensionality. PCA was also 

shown to be a viable solution to address these concerns by summarizing data dimensions, despite information 

loss. Since we achieved 100% without dimension reduction in this study, PCA only revealed some theoretical 

insights. Nonetheless, insights can be highly beneficial and practical in other applications. 

Moreover, the study's impressive results, with nearly 100% accurate predictions across all criteria and no 

overfitting or bias, are noteworthy. Despite the relatively small sample size, 1025 for training and 303 for 

testing, the findings have practical implications for reducing mortality rates. Additionally, the features proved 

effective for heart disease prediction, yielding excellent outcomes in both simple models like KNN and DT, 

and complex models like SVC and ANN. The only consideration is to utilize a considerably larger sample 

size, ideally in millions, and also more features, as they give rise to enhanced generalization and robustness. 

Since almost all models performed exceptionally well, they allow doctors and health organizations to choose 

different models based on their tastes and preferences. For example, some doctors may prefer DT to intricate 

models like ANN or SVC due to their transparency and ease of understanding, while some others may be 

keen on ANN, knowing that they are more complex, and their performance will not be saturated with large 

datasets. 

4.3|Comparison with Similar Works 

For this dataset, code execution on a Kaggle repository achieved 100% accuracy with RFC and 84% accuracy 

with Logistic Regression, respectively, validating a part of the present work [17]. However, there are similar 

studies on heart disease prediction. For example, another study used a data science and ML approach, applying 

various ML algorithms from the Scikit learn library to predict heart disease. In that study, Logistic Regression 

achieved the best performance among conventional ML models, with 86.49 % accuracy, 91% recall, 82% 

precision, and an 86% F1 score [25]. The fact that Logistic Regression performed best in that study, while it 

underperformed considerably in the current study, suggests that all models are worth exploring. Yet, the 
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  model that demonstrates the best performance and generalization on unseen test data should be used for 

practical applications [8], [25].  

The most similar and comprehensive study [14] also focused on accurately predicting cardiovascular disease 

using various ML techniques. This study achieved 100% accuracy and 100% sensitivity with models such as 

KNN, DT, and Random Forests. The fact that a relatively simple model like KNN performed as well as the 

more complex Random Forest underscores the importance of examining a range of models. Additionally, 

while we examined feature importance using a correlation matrix, this study explored feature importance 

derived from ML  models. Comparing the key features identified by different methods can provide valuable 

insights. For instance, our study found “Cp” and “Thalach” to have the strongest positive correlations with 

the disease based on the correlation matrix. Conversely, [14] shows slightly different results. While DT, RF, 

and Logistic Regression all identify “Cp” as the most influential feature, the AdaBoost classifier highlights 

“Chol” as the most important. Furthermore, although we identified “Thalach” as the second most influential 

feature, this was only validated by the AdaBoost classifier. In contrast, DT, RF, and Logistic Regression 

pointed to other features as being more influential. 

4.4|Suggestions for Future Works 

I. To create a generalized model for a vast population, it is crucial to study large datasets with millions of 

observations consisting of more attributes and potentially various nationalities for superior analysis. 

II. Exploring the curse of dimensionality and dimension reduction methods, especially in the health sector, 

where frequent high-dimensional data needs summarization for human interpretation. 

III. Integrating diverse data types, such as tabular data, CT/MRI images, heartbeat alterations, and brain signals. 

This combination can be groundbreaking research as it enhances prediction accuracy and sheds light on 

complex patterns and hidden correlations with better EDA.  

4|Conclusion 

Given the persistent prevalence of heart disease as a leading cause of death globally, this study aimed to 

predict heart disease using EDA, various conventional ML algorithms, and a state-of-the-art ANN. The 

dataset, sourced from the Kaggle repository, comprised 1025 training and 303 test samples with 13 predictive 

variables. Initial EDA included correlation matrices and data distribution assessments. Techniques such as 

normalization, grid searching, and 5-fold cross-validation were employed to enhance performance and 

robustness. Subsequently, multiple ML models were applied. While logistic regression underperformed with 

an accuracy of 84.16%, most models achieved almost 100% performance, with nearly no misclassification 

among the 303 test samples. The study also reported optimized parameters for these models in addition to 

excellent performance of models in terms of precision, recall, F1-score, and accuracy. PCA was conducted to 

evaluate the summarization of attributes, and the results were thoroughly examined. An in-depth discussion 

clarified the study’s outcomes, compared results with the most similar research, and explored the real-world 

applications of the findings. This approach not only demonstrated commendable performance theoretically 

but also highlighted potential avenues for saving lives. 
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